AFFDEF

a spatially distributed grid based rainfall-runoff model

for continuous time simulations of river discharge
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1   Introduction

AFFDEF is a distributed conceptual continuous simulation rainfall-runoff model that has been conceived in order to be applicable to a wide spectrum of real world case studies, even when only a limited historical database of hydrometeorological and geomorphological records is available. In addition the proposed model provides very long simulation runs at hourly time step in a reasonably limited time, even for medium size basins.

Many of the hydrological processes involved in the rainfall-runoff transformation have been schematised using conceptual approaches. These need to be parameterised on the basis of some historical hydrometereological records. Brath et al. (2001) has demonstrated the efficiency and the robustness of the AFFDEF when applied to data limited catchments, especially in comparison with lumped approaches. Such efficiency is believed due to the capability of the model to take advantage from the spatially distributed description of the basin topography, soil type and use.

AFFDEF has been implemented in FORTRAN language and consists of a first module that extracts the river network from the DEM and determines the flow paths and the contributing area to each cell. These data, together with the meteorological data and the soil properties, constitutes the input to the procedure that performs the rainfall-runoff transformation and propagates the surface and sub surface flows towards the basin outlet through the river network. The time step of the simulation can be either equal to the time interval of the observed rainfall or an integer sub multiple according to the choice of the user. The simulation can be carried out for a single event as well as in continuous. In the first case, the rainfall-runoff transformation is carried out by applying the Curve Number method (Soil Conservation Service, 1972). In case of continuous simulation, a more complex schematisation of the interaction among soil, vegetation and atmosphere has been implemented, which accounts for the interception, the evapotranspiration and the separation between surface flow and sub surface flow. As output of the model, the river flows can be printed at any location of the watershed.

The present user guide gives a brief description of the model structure and describes the format of the input files by means of examples. In addition, the list of the variables of the INCLUDE-files is provided, together with compilation instructions.

2   Brief description of the model

The following diagram schematises the structure of the rainfall-runoff model, showing the sequence of operations carried out during the simulation:
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Fig. 1 Structure of the AFFDEF model.

AFFDEF discretises the drainage area in cells coinciding with the pixels of the Digital Elevation Model (DEM) and makes use of conceptual and physically based schemes for the simulation of the hydrological processes at the local scale both for single event and continuous simulations. Due to the simplifications adopted for modelling the sub surface runoff, AFFDEF is particularly suited for the simulation of basins characterised by low permeability and prevalently impervious hillslope, where the surface runoff is more likely to be given by excess of infiltration instead of excess of saturation. The schematisation of the hillslope hydrology simulated by the model is pictured in Fig. 2.
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Fig. 2 Schematisation of the processes of the hillslope hydrology reproduced by the model.

2.1 Data requirements

Input meteorological data is the observed precipitation (in terms of rainfall depths) and air temperature. Input topography data is the grid based DEM, whose spatial resolution is the one adopted by the model. To characterise the spatial pattern of the infiltration capacity, the file of the Curve Numbers is requested in input. The Curve Number depends on soil type and land use and can be estimated with reference to the tables provided by the USDA (Soil Conservation Service, 1972). Finally, the values of the roughness of the hillslope cells, needed for the flow propagation, can be estimated from the soil use.

2.2 Determination of the river network

MOD1 (see Fig. 1) extracts the river network automatically from the DEM by applying the D-8 method (Tarboton, 1997), which allows estimating the flow paths and the contributing area to each cell. The network determination is carried out by assigning to each DEM cell a maximum slope pointer and then processing each cell in order to organise the river network according to the Strahler’s stream ordering system (Strahler, 1964). Digital pits are filled in a pre-processing step. When pits are not located in correspondence of lakes (in this circumstance they are not eliminated), they are the result of approximations in the discretization of the topography operated by the DEM. 
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Fig. 3 Values of the maximum slope pointer indicating the flow direction.
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Fig. 4 Computation of the contributing area according to the flow direction.

2.3 Rainfall-runoff simulation

3 types of simulations are possible:

· Simulation of an impervious catchment: it is performed by applying the Curve Number method, assuming the soil storativity equal to zero for the whole catchment

· Single event simulation: it is performed by applying the Curve Number method

· Continuous simulation: the interaction between soil, vegetation and atmosphere is modelled by applying a conceptual approach, based on a modified version of the Curve Number method.

The local rainfall can be computed starting from the observed data with either the method of the Thiessen polygons or the inverse squared distance interpolation. The temperature is assigned to each cell DEM with the method of the Thiessen polygons. Both for the raingauges and the temperature stations, the model excludes the stations that are not eventually operative at a given time step and updates the interpolation weights.

Distinction between hillslope rill and network channel is based on the concept of constant critical support area (Montgomery & Foufoula-Georgiou, 1993)( rill flow is assumed to occur in each cell where the upstream drainage area does not exceed the value of the critical support area A0, while channel flow occurs otherwise. Surface and sub surface flows are propagated towards the basin outlet by applying the variable parameters Muskingum-Cunge model. In the following section, a brief description of the conceptual schematisation adopted for the continuous rainfall-runoff simulation is presented. 

2.3.1 Interaction between soil, vegetation and atmosphere

The interception of the local rainfall operated by the vegetation is simulated, for each cell of coordinates (i,j), by a local reservoir (interception reservoir), in which a first rate of the local rainfall Pl[t,(i,j)] accumulates. The capacity of such interception reservoir is equal to Cint(S(i,j), being Cint a parameter, constant in space and time, and S(i,j) the local storativity. The latter is computed depending on soil type and use accordingly to the Curve Number method. Once the interception reservoir is full of water, the exceeding rainfall reaches the ground. Distinction between the surface and sub surface flows is based on a modified CN approach, which is able to simulate the redistribution of the soil water content during interstorm periods. In detail, it is assumed that a linear reservoir (infiltration reservoir), which collects the infiltrated water, is located in correspondence of each DEM cell at the soil level. The intensity of surface runoff Pn[t,(i,j)] is computed accordingly to the relationship:
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where P[t,(i,j)] is the intensity of rainfall that reaches the ground at the time t, F[t,(i,j)] is the water content at time t of the infiltration reservoir located in correspondence of the cell (i,j), and H(S(i,j) is the capacity of the infiltration reservoir itself, computed by multiplying the calibration parameter H for the soil storativity previously introduced. The quantity I[t,(i,j)] = P[t,(i,j)]-Pn[t,(i,j)] represents the intensity of the infiltrated water. The outflow W[t,(i,j)] from the infiltration reservoir to the sub surface river network, which is assumed to coincide with the surface one, is given by the linear relationship
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where HS is a calibration parameter. H and HS are assumed to be constant with respect to both space and time. The hourly intensity of potential evapotranspiration EP[t,(i,j)] is computed at local scale by applying the radiation method (Doorenbos et al., 1984). The computation of the regression coefficients used in the evapotranspiration formula is explained in the Appendix.

When some water is stored in the interception reservoir, the effective evapotranspiration E[t,(i,j)] is assumed to be equal to EP[t,(i,j)] and is subtracted from the water content of the interception reservoir itself. When the interception reservoir is empty, or is emptied while subtracting the evapotranspiration rate, the remaining part of EP[t,(i,j)] is subtracted from the water content of the infiltration reservoir. In this case, it is assumed that E[t,(i,j)] is varying linearly from 0 when F[t,(i,j)] = 0, to EP[t,(i,j)] when F[t,(i,j)] = H(S(i,j). 

The continuity equation applied to the infiltration reservoir can be written as:
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and by combining equation (1), (2) and (3) and taking the effective evapotranspiration into account, the mass balance equation for the infiltration reservoir becomes
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which is solved with the fourth order Runge-Kutta method. For the surface flow, the kinematic celerity is computed by considering rectangular river cross section with fixed width/height ratio. The latter parameter and the channel roughness can assume different values along the river network and on the hillslopes. In particular, the channel roughness( varies from a minimum to a maximum value depending on the elevation along the river network( depends on the soil use on the hillslope. For the sub surface flow, the kinematic celerity is instead computed as a function of the saturated hydraulic conductivity of the soil.

As one may note, the model describes in a simplified manner the dynamic of the sub surface flow. In particular, it does not distinguish between near surface and deep-water flow, and assumes that the calibration parameters H and HS are constant with respect to both space and time. This simplified description has been used in order to reduce the number of model parameters and, consequently, the amount of historical data required for the calibration. On the other hand, one may expect a significant approximation in the simulation of the lower river discharges, especially when referring to highly permeable basins.

2.4 Model parameters

The parameters of the model are listed in Table 1, which distinguishes between the parameters involved in the single event simulation and the ones of the continuous simulation. The values of some parameters can be estimated by physical reasoning or in-situ measurements (‘estimated’ in Table 1), namely(
· The value of A0 is usually identified by comparing the river network determined by the model with a topography map of the catchment showing the natural flow paths

· A first trial value for k0sr, k1sr and wr along the river network can be derived from the analysis of the river network geometry.

· Estimate of the hillslope roughness ksv may be taken from the scientific literature according to the soil use.

The calibration of the remaining parameters (‘calibrated’ in Table 1) is usually done by a manual trial and error technique, which consists of changing the value of parameters until an acceptable agreement with observations is obtained. Since the only source of water losses in the model, that is evapotranspiration, depends on the capacity of the interception reservoir and hence on the parameter Cint, this latter should be optimised at first by comparing observed and simulated runoff coefficients. 

Table 1 Rainfall-runoff model parameters.

	Parameter
	Dimension and Symbol
	Type of simulation
	Method of estimation

	
	
	Single event simulation
	Continuous simulation
	

	Channel width/height ratio for the hillslope
	wv [-]
	(
	(
	Calibrated

	Matrix of the Strickler roughness for the hillslope
	ksv [m1/3s-1]
	(
	(
	Estimated

	Channel width/height ratio for the channel network
	wr [-]
	(
	(
	Estimated

	Maximum and minimum Strickler roughness for the channel network
	k0sr , k1sr [m1/3s-1]
	(
	(
	Estimated

	Constant critical source area
	A0 [km2]
	(
	(
	Estimated

	Saturated hydraulic conductivity
	Ksat [ms-1]
	(
	(
	Calibrated

	Width of the rectangular cross section of the sub surface water flow
	Bp [m]
	(
	(
	Calibrated

	Bottom discharge parameter for the infiltration reservoir capacity
	HS [s]
	
	(
	Calibrated

	Multiplying parameter for infiltration reservoir capacity
	H [-]
	
	(
	Calibrated

	Multiplying parameter for the interception reservoir capacity
	Cint [-]
	
	(
	Calibrated


2.5 List of the subroutines

Automatic_calibration.for: continuous rainfall-runoff simulation in case of automatic

 calibration of the parameters

Check_temp.for: check of the availability of the temperature data

CN_method.for: rainfall-runoff transformation for a single event

Continuous.for: interaction between soil, vegetation and atmosphere in case of

 

  continuous simulation

Initial_value.for: initialisation of general arrays

Local_rain.for: computation of the local rainfall depth

Main_menu.for: general menu

Manual_calibration.for: continuous rainfall-runoff simulation in case of manual

 
calibration of the parameters

Mod1.for: extraction of the river network

NewInDist.for: interpolation of the rainfall with the inverse distance method when not 


all the raingauges are operative at the actual time step

NewThiessen.for: interpolation of the rainfall (or temperature) with the Thiessen 

method when not all the raingauges (or temperature stations) are operative at the actual time step

Read_param.for: reading of the input parameters for the rainfall-runoff simulation, 

determination of the slope of the links, determination of the Thiessen polygons (raingauges and temperature stations) and the weights of the inverse distance method (only for raingauges)

Routing.for: routing procedure and computation of the celerity

Scein.for

Sceamain.for           SCE-UA global optimization algorithm

Sceua.for
Update_day.for: update the current day of the simulation

Warn_error.for: list of warning and error messages

Write_ouput.for: writing of the results of the rainfall-runoff transformation (for single 



   event simulation and continuous simulation with manual calibration)

3   Before running AFFDEF

The user has to do the following things before simulating with AFFDEF: 

1. Set the dimensions of the arrays in the file DimArrays.inc and then compile the program. It is important that the arrays are dimensioned correctly, by specifying the dimensions of the DEM, the number of input data to be read, the number of links and orders in the river network. These two latter variables can be dimensioned in excess (i.e., the user can insert a very big value in order to be sure that the number of links and orders is not exceeded).

2. Specify the content of the 6 input files, namely:

· The input file Affdef.in
· The Digital Elevation Model

· The file of the classes of the Strickler roughness for the hillslope

· The file of the Curve Number

· The file of the rainfall data

· The file of the temperature data

In the following sections, the structure of the input files is explained with examples.

3.1 Structure of the file Affdef.in
Affdef.in is the main input file and it holds:

- The list of the files that the program needs as input

- The name of output files

- The value of the calibration parameters of the model

- The printing options.

A part from the name of the input and output files (whose format has to be a30), the variables have a free format, which must respect the type of the variable only, whether integer (I,*) or real (R,*). An example: 


A01: General title for the simulation

Samoggia River basin

A03: gg,mm,aaaa (3I,*) - starting date of the simulation

16  9  1996  

A05: Digital Elevation Model (a30) - input file

demsamocorr.in                

A07: NOss (I,*) - number of rainfall data to be read (length of the simulation)

10

A09: StepPio (I,*) - step of observation of the rainfall data [s]

3600

A11: idim,jdim (2xI,*) - dimension of the DEM (Number of rows, Number of columns)

109 57

A13: DX,DY (2xI,*) - size of the DEM cell [m]

250 250

A15: DT (2xI,*)- time step of the simulation [s]

3600 

A17: A0 (R,*) - constant critical support area [km2]

0.5

A19: Wv (R,*) - Channel width/height ratio for the hillslope

600.

A21: NHRou (I,*) - Mode for hillslope roughness (I,*) - (1=constant, >1=number of the classes)

3

A23: Ksv (NHRou x R,*) - Strickler roughness for hillslope (m1/3s-1) 

1.0 0.5 5.0

A25: file of the distribution of roughness classes for the hillslope

ClassHillRough.in

A27: Wr,Ksr0,Ksr1 (3xR,*) - Channel width/height ratio and max and min Strickler (m1/3s-1) for river network

20  6  10

A29: Ksat (R,*) - saturated hydraulic conductivity [m/s]

0.01 

A31: Bp (R,*) - width of the rectangular cross section of the sub surface flow [m] 

0.5

A33: Hs (R,*) - parameter for the infiltration reservoir [s]  

79095.

A35: H (R,*) - parameter for the infiltration reservoir 

0.08

A37: Cint (R,*) - parameter for the interception reservoir

0.3 

A39: Ichi,Jchi (2xI,*)- coordinates of the catchment outlet

1 54

A41: risp1 (I,*)- single event simulation (0=normal catchment, 1=impervious catchment)

0

A43: risp2 (I,*) - interpolation of the precipitation (1=Thiessen, 2=inverse distance)

1

A45: file of the slope pointer (a30) - output file

SlopePointer.out

A47: npf (I,*) - number of cells whose elevation has not to be raised

1 

A49: npfi,npfj (2xI,*) - Coordinates of the above mentioned points

1 54

A51: file of the modified DEM [m] (a30) - output file

ModifiedDEM.out 

A53: file of the contributing area (a30) - output file 

ContributingArea.out 

A55: file of the link property (a30) - output file

LinkProperties.out  

A57: file of the Curve Number (a30) - input file

cnsamo92.in          

A59: file of the observed rain (a30) - input file

rain94567.in

A61: file of the observed temperature (a30) - input file

tem94567.in

A63: Nmis (I,*) - number of cross sections where simulated discharge is displayed (manual calibration) or to be considered for automatic calibration

2  

A65: outI,outJ (2xI,*) - coordinates of the cross sections

1 54

1 53

A67: file of the simulated discharge (Nmis x a30) - output file (only for manual cal.)

testoutlet.out    

test2.out

A69: opzst1 (I,*) - print option 1=total Q, 2=surface and total Q (only for manual cal.)

1                              

A71: opzst2 (I,*) - print option 1=every StepPio, 2=annual maximum (only total Q) (only for manual cal.)

1       


Note

The number of rainfall depths that are read in input (line A8) determines the length of the simulation. The user specifies the step of observation of the rainfall depths at line A10, which has to correspond to the one of the observed rainfall depths and temperature data. Finally, the time step of the simulation is specified at line A16.

In terms of row and column with reference to the top left corner (row(1( column(1) of the DEM matrix the user must specify:

- The coordinates of the outlet (line A40)

- The coordinates of the cells whose elevation has not to be raised (line A50)

- The coordinates of the output cross section(s) in case of manual calibration (line A66) 

- The coordinates of the cross sections in correspondence of which the observed discharge is 

  given for the computation of the objective function in case of automatic calibration (line A66)

It is also important that the user does not modify the format and the content of the lines denoted with A01, A03 till A71.

3.2 Structure of the file: Digital Elevation Model, class of Strickler roughness for the hillslope, Curve Number

The file of the Digital Elevation Model (DEM) is a matrix that contains the elevations of the ground surface (in meter) in correspondence of each grid cell. The DEM has to cover the drainage area of the investigated catchment only, and the cells outside the catchment must be denoted with a value ( 0. The elevations are read as real numbers with free format. Rows and columns of cells outside the catchment are allowed at the sides of the matrix since the program recognises and skips them. An example:

-----------------------------------------------------------------------------------------------------

...............................

...............................

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99................

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99.................

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  354................

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  353  363  388  381..............

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  424  402  406  420  412.............

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  416  460  451  441  424  401.............

-99  -99  -99  -99  -99  -99  -99  -99  -99  382  427  459  427  418  384  337............

-99  -99  -99  -99  -99  -99  -99  335  349  403  444  430  398  369  353..................

-99  -99  -99  -99  -99  338  376  390  407  396  392  388  376  328  289..................

-99  -99  416  399  384  407  400  391  391  366  344  328  324  301  270  ..............

-99  507  443  442  432  394  370  352  353  333  282  285  273  274  278  .............

-99  504  433  415  404  374  331  317  301  314  305  314  298  318  312...............

-99  473  430  394  356  335  316  333  332  332  361  333  340  368  347...............

-99  502  453  400  352  312  343  380  400  411  406  376  373  412  399...............

...............................

...............................

-----------------------------------------------------------------------------------------------------

The file of the Strickler roughness classes for the hillslope is a matrix that contains the class of the roughness assigned to the given grid cell. The classes have to be denoted with a positive ascending integer number (1, 2, 3, 4,…). A negative value may be used to denote the cells outside the catchment. An example:

-----------------------------------------------------------------------------------------------------

...............................

...............................

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  2.........…....

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  2.......…......

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  1  2  2.........….....

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  1  1  1  1  1…..............

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  -99  1 1  1  1  1  1  1.…............

-99  -99  -99  -99  -99  -99  -99  -99  -99  -99  1  1  1  1  2  1  1  1.....……......

-99  -99  -99  -99  -99  -99  -99  -99  -99  2  2  2  2 1  2  2  1  1  2..………......

-99  -99  -99  -99  -99  -99  -99  1  1  1  1  1  1  1  1  1  1  2  2  2  2..................

-99  -99  -99  -99  -99  338  1  1  1  1  1  2  2  2  1  2  2  2  2  2  2  2..................

-99  -99  1  1  1  1  1  2  2  2  1  2  2  2  2  2  2  2  2  2  2  2  2  2  2..................

-99  1  1  1  1  1  1  1  1  1  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2.....…........

-99  1  1  2  2  2  1  1  1  1  2  1  2  1  2  2  2  2  2  2  2  2  2  2  2  2........….....

-99  1  1  2  2  2  2  2  2  2  1  2  2  2  2  2  2  2  2  2  2  2  2  2  2  2........….....

-99  2  2  2  2  2  2  2  2  1  2  2  2  1  2  2  2  2  2  2  2  2  2  2  2  2........….....

...............................

...............................

-----------------------------------------------------------------------------------------------------

Note

The value of the roughness corresponding to each class will be then assigned in Affdef.in. The user specifies the total number of classes of roughness at line A22 and the values of the Strickler roughness (in m1/3·s-1) at line A24. For instance: if the classes of roughness are 2 at line A22, 2 corresponding values of roughness (Ksv1 and Ksv2) have to be specified at line A24. Ksv1 will be assigned to each cell whose class of roughness is 1 and Ksv2 to each cell whose class of roughness is 2.

The file of the Curve Number is a matrix that contains the values of the curve number for each grid cell, which is read as real number with free format. The values of the Curve Number have to be computed according to the Curve Number method (Soil Conservation Service, 1972), depending on soil type and land use, permeability and soil texture. A negative value may be assumed for the cells outside the catchment. It is important to note that:

· in case of single event simulation with impervious catchment, the file of Curve Number has not to be specified (blank line in Affdef.in), and the soil storativity is assumed to be equal to zero for the whole catchment

· in case of single event simulation, the values of the Curve Number can be referred to a particular AMC (Antecedent Moisture Condition) class

· in case of continuous simulation, the values of the Curve Number must be given as input to the rainfall-runoff model with reference to AMC II (which can be found easily in the literature); then the program will convert them to the AMC I, allowing to account for the maximum storativity of the soil at the beginning of the simulation. A “settling down” period of simulation can then be performed to minimise the effect of the initial conditions and to reproduce a more realistic distribution of the soil storativity.

An example:

-----------------------------------------------------------------------------------------------------

...............................

...............................

-99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 ............

-99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 ............

-99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99  61  61.............

-99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99  61  61  61  61  61..............

-99 -99 -99 -99 -99 -99 -99 -99 -99 -99 -99  61  61  61  61  61  62...............

-99 -99 -99 -99 -99 -99 -99 -99 -99 -99  81  61  61  61  61  61  62...............

-99 -99 -99 -99 -99 -99 -99 -99 -99  81  81  81  80  77  77  77  77...............

-99 -99 -99 -99 -99 -99 -99  81  81  81  80  81  80  80  81  81  81................

-99 -99 -99 -99 -99  81  81  77  81  73  80  80  80  73  81  81  81.................

-99 -99  81  77  77  81  77  77  81  73  73  80  73  73  81  81  81..................

 60  81  81  77  77  81  73  73  73  80  80  80  80  73  81  81  81..................

 71  60  81  81  81  78  78  73  73  80  80  80  80  73  81  81  73..................

 71  60  81  81  78  78  73  73  73  73  80  80  80  73  73  81  73..................

 71  71  73  81  81  81  78  87  87  87  80  80  80  80  80  73  81..................

...............................

...............................

3.3 Structure of the file: observed rainfall depth, observed temperature data

The observed rainfall depth and the temperature data must correspond to the same time of observation (for instance, it is not allowed to give hourly rainfall depth and semi-hourly temperature). The time of observation of the rainfall depth defines the time step of the simulation, but sub multiple time resolutions are also possible. A negative value for the rainfall depth (for instance –1) must be used to indicate that one (or more) raingauge(s) is (are) not operative at a given time step. The same can be done for one (or more) temperature station(s) by assuming a value less than –98.0. However if the whole raingauges or (and) temperature stations are not operative at a given time step, the simulation cannot go on and the user is forced to stop it.

This is an example of the file of the observed rainfall depth:

-------------------------------------------------------------------------------------------

R01: Nplu (I,*) - number of raingauges 

3   

R03: Coordp (2xI,*) - coordinates of the raingauges

74  13     

51  55    

81  51

R05: nskip (I,*) - number of precipitation data to be skipped

0         

R07: step and rainfall depth [mm] at the 3 raingauges    

R08: xpas (I,*), PIO (R,*)

1    2.2   0.0   0.0

2    2.4   0.0   0.0

3    2.8   0.0   0.0

4    2.2   0.0   0.0

5    0.6   0.0   0.0

6    1.2   0.0   0.6

7    1.8   0.0   0.0

8    0.6   0.0   0.0

9    0.8   0.4   0.0

10  0.2   0.4   0.0

11    -1   0.4   0.0

...............................

...............................
-------------------------------------------------------------------------------------------

This is an example of the file of the observed temperature data (the lines beginning with T1, T2... are comments and are skipped by the program):

-------------------------------------------------------------------------------------------

T01: parameter a and b (2xR,*) for the radiation method

    1.497   0.584   

T03: We (R,*) - monthly compensation factor for the radiation method

    0.436   0.459   0.509   0.569   0.626   0.676   0.709   0.706   0.668   0.601   0.526   0.461  

T05: Nsol (R,*) - monthly mean of the maximum number of daily hours of sunshine

    9.3 10.5    11.9    13.4    14.7    15.4    15.2    14  12.6    11  9.7 8.9     

T07: n (I,*) - number of days for each month

    31  28  31  30  31  30  31  31  30  31  30  31  

T09: NTer (I,*) - number of temperature stations

    1                

T11: CoordT (2xR,*), alt (R,*) - coordinates and elevations of each temperature station

    74  13  603 

T13: nskip (I,*) - number of temperature data to be skipped 

    0

T15: step and temperature [°C] at the temperature station 

T16: xpas (I,*), gradi (R,*)

1   -3.0

2   -3.0

3   -3.0

4   -3.0

5   -3.0

6   -1.3

7   0.35

8   1.9

9   3.3

10  4.51

11  5.49

12  6.21

13  6.65

14  6.8

...............................

...............................

-------------------------------------------------------------------------------------------

Note

The coordinates of the raingauges (line R04) and the coordinates of the temperature stations (line T22) have to be given in terms of row and column with reference to the top left corner (row(1( column(1) of the DEM matrix.

The user may also decide to skip a certain number of rainfall data (line R06) and/or temperature data (line T14). This option allows performing simulation starting from a date that does not correspond to the initial date of registration of the rainfall and/or temperature data in the relative input files.

3.4 The output files

The following files represent the output of AFFDEF:

· File of the modified Digital Elevation Model ( name chosen by the user

· File of the slope pointer ( name chosen by the user

· File of the contributing area ( name chosen by the user

· File of the link property ( name chosen by the user

· File of the simulated river discharge ( name chosen by the user (Note: one file name has to be specified for each cross section where the river discharge has to be printed. The number of output sections is specified at line A64, variable Nmis)

· File of the current simulation step ( timestep.out (only for a single event simulation or continuous simulation with manual calibration)

· File of the river network orders ( RiverOrder.out
· File of the link slope ( Slope.out
· File of the total local rainfall depth ( TotRain.out
· File of raingauge distribution according to Thiessen method ( RaingThDistr.out
· File of the temperature station distribution ( TempStDistr.out
Important notes

· The name of some of the output files can be chosen by the user (each name has to be written in the file Affdef.in in the corresponding line). The names of the remaining output files are hard-coded.

· The user can choose one or more cross sections where to print the simulated discharge. For each output cross section the output discharge file name has to be specified in Affdef.in.

· The simulated discharge (superficial and total) is printed at the same time step of the rainfall data, StepPio (opzst2 = 1 in the file Affdef.in, line A72). This implies that the discharge is aggregated at the StepPio scale by the model when the chosen time step of the simulation is a sub multiple of StepPio.

· In case of long continuous simulation (for instance, with the aim of reproducing the flood frequency distribution) the user may print the annual maximum discharge (opzst2 = 2, total discharge only). The computation of the annual maximum is done by considering years of 365 days only. 

· The user must to be aware that the output files Slope.out, TempStDistr.out, TotRain.out, Slope.out, file(s) of the simulated river discharge are printed at the end of the simulation only (subroutine write_ouput.for). If an error occurs at the end of the simulation while performing write_output.for (for instance, the program is expecting to read two names for the output simulated river flows but the user has specified only one) AFFDEF stops and the output results are lost!!!

4   Automatic calibration

The automatic calibration of the parameters has been implemented in AFFDEF for the continuous simulation. In particular, the Shuffled Complex Evolution (SCE-UA, Duan et al., 1992, 1993) global optimisation algorithm has been used, which was able to optimise the values of the free parameters in a reasonable amount of time as reported in Brath et al. (2001).

The SCE-UA algorithm consists of 3 subroutines:

· sceamain.for

· scein.for

· sceua.for

and the input file scein.dat.

The objective function, which is minimized by the genetic algorithm, is computed as the sum of the squared differences between simulated and observed discharge in the subroutine automatic_calibration.for (which is called by scein.for). 

The automatic calibration can be performed with reference to one or more cross-sections, for which the observed discharge must be available for the whole simulation time. The user is asked to type the name of the file of the observed discharge when the automatic calibration is running. This file must contain a column of observed discharge, one for each cross section. In addition the user is asked whether to skip a given number of observed discharge (see Note in §3.3)

To run the automatic calibration the user must:

i) Specify the parameters to be automatically calibrated. The parameters are specified at the beginning of the subroutine automatic_calibration.for. The maximum number of parameters that can be calibrated is 16.

ii) Specify the content of the file scein.dat, which is composed by the following lines


1st line
 
MAXN, KSTOP, PCENTO, NGS, ISEED, IDEFLT



MAXN: maximum number of iterations

KSTOP: number of shuffling loops in which the criterion value must change by the given percentage before optimization is terminated

PCENTO: percentage by which the criterion value must change in given number of shuffling loops

NGS: number of points in each complex; should be greater than or equal to 2. The default value is equal to (2 * number of optimized parameters + 1).

ISEED: random seed used in optimization search. Enter any integer number. Default value (=1969) is assumed if this field is left blank. Recommended value: any large integer.

IDEFLT Flag for setting the control variables of the SCE-UA algorithm. Enter '0' or leave the field blank for default setting. Enter '1' for user specified setting. If option '1' is chosen, type the following input card. Else, leave the next card blank.


2nd line
 
NPG, NPS, NSPL, MINGS, INIFLG, IPRINT
NPG: number of points in each complex. NPG should be greater than or equal to 2. The default value is equal to (2 * number of optimized parameters + 1).

NPS: number of points in each sub-complex. NPS should be greater than or equal to 2 and less than NPG. The default value is equal to (number of optimized parameters + 1).

NSPL: number of evolution steps taken by each complex before next shuffling. Default value is equal to NPG.

MINGS: minimum number of complexes required for optimization search, if the number of complexes is allowed to reduce as the optimization search proceeds. The default value is equal to NGS.

INIFLG: flag on whether to include the initial point in the starting population (see Card 3, Field 1 below). Enter '1' if the initial point is to be included.  The default value is equal to '0'.

IPRINT: Printout control flag.  Enter '0' to print out the best estimate of the global optimum at the end of each shuffling loop.  Enter '1' to print out every point in the entire sample population at the end of each shuffling loop. The default value is equal to 0.

Then the parameters have to be listed (one line for each parameter) according to the order:


3rd line
 
value par1, lower limit par1, upper limit par1


4th line
 
value par2, lower limit par2, upper limit par2


……….

……………

1) It is not necessary to specify the number of the parameters, which is determined by the algorithm itself. What it is important is:

· To fill the lines of the file scein.dat without modifying the format and the position of the parameters as given in the following example:

-------------------------------Example of scein.dat------------------------------

10000   10  .05   19 1969    1

   19    8   19    2    1    0

       0.5       0.3       1.5        ! a(1)=A0

     600.0     300.0  100000.0        ! a(2)=Wv

      0.01     0.001       0.1        ! a(3)=Ksat

   79095.0   20000.0  800000.0        ! a(4)=Hs

       0.1      0.05       0.9        ! a(5)=H

       0.3      0.05       0.7        ! a(6)=cint 

-------------------------------------------------------------------------------------------

· To list the parameters in the file scein.dat with the same sequence followed at the beginning of the subroutine automatic_calibration.for
2) As output of the simulation:

· The file sceout.dat lists the results of the SCE-UA search and indicates the best parameter set

· The file min-ris.txt reports the value of the objective function and the value of the parameters, printed at each minimization trial.

5   INCLUDE-files

5.1 DimArrays.inc
      integer NRow,NCol,Nraing,Ntermo,Nsec,NpOss,NRivi

      integer NumStr,SPio,SDT,Nout,npun,NStrcl

c     Maximum dimension of the Digital Elevation Model

      PARAMETER(NRow=109,NCol=57) 

c     Maximum number of cells whose elevation has not to be increased

      PARAMETER(npun=10)

c     Maximum number of raingauges

      PARAMETER(Nraing=3) 

c     Interval of registration of the rainfall data [s]

      PARAMETER(SPio=3600)

c     Maximum number of temperature stations      

      PARAMETER(Ntermo=1)

c     Maximum number of simulation steps

      PARAMETER(NpOss=40000) 

c     Time step of the simulation [s]      

      PARAMETER(SDT=3600) 

c     Maximum number of links of the river network

      PARAMETER(NRivi=15000)

c     Maximum number of classes of the Strickler roughness for the hillslope

      PARAMETER(NStrcl=3)

c     Maximum number of cross-sections where to display the discharge 

      (manual calibration) or to be considered for the automatic calibration

      PARAMETER(Nsec=2)    

c     Dimension of the discharge output file

      PARAMETER(Nout=NpOss*SPio/SDT)

c     Maximum dimension of arrays used for the raingauge distribution      

      PARAMETER(NumStr=MAX(Nraing,Ntermo))
5.2 VarMod1.inc
      integer ORD(NRow,NCol),BAC(NRow,NCol),MORD(NRivi,4)

5.3 ComAutoCal.inc
      COMMON/AutoCal/ObsDisc(NpOss,Nsec),Qtot1(NpOss,Nsec)

      real ObsDisc,Qtot1

5.4 ComRainRun.inc
      COMMON/Rainrunoff/TotPio(NRow,NCol),Slope(NRow,NCol),

     .
 FGPio(NpOss,Nraing),PIO(NpOss,Nraing),FGTer(NpOss,Ntermo),

     .       alt(Ntermo),gradi(NpOss,Ntermo),CNum(NCol),S(NRow,NCol),

     .       Coordp(2,Nraing),CoordT(2,Ntermo),STp(Nrow,Ncol),

     .       STt(Nrow,Ncol),INVp(Nrow*Nraing,Ncol),totg,Nplu,Nter

      real TotPio,Slope,PIO,alt,gradi,CNum,S,totg,Coordp,CoordT,INVp

      integer FGPio,FGTer,Nplu,Nter,STp,STt

5.5 ComRead.inc
      COMMON/Readparam/gg,mm,aa,NOss,idim,jdim,Ichi,Jchi,risp1,risp2,

     .     NTRA,n(12),Nmis,StepPio,DX,DY,DT,A0,Wv,Wr,Ksr0,Ksr1,KSat,Bp,

     .     H,Hs,cint,a,b,We(12),Nsol(12),PUN(NRow,NCol),AREE(NRow,NCol),

     .     Ksv(NStrcl),QUO(NRow,NCol),MI0(NRivi),MJ0(NRivi),

     .     MI1(NRivi),MJ1(NRivi),outI(Nsec),outJ(Nsec),risp,

     .     KsvDistr(NRow,NCol)  

      integer gg,mm,aa,NOss,idim,jdim,Ichi,Jchi,risp1,risp2,NTRA

      integer Nmis,n,PUN,AREE,MI0,MJ0,MI1,MJ1,outI,outJ,risp

      integer KsvDistr

      real StepPio,DX,DY,DT,A0,Wv,Wr,Ksr0,Ksr1,KSat,Bp,H,Hs,cint

      real a,b,We,Nsol,Ksv,QUO

5.6 ComVar.inc
      COMMON/VAR/PioL1(NRow,NCol),F(NRow,NCol),Inter(NRow,NCol),

     .      ES(NRow,NCol),W(NRow,NCol),ETp(NRow,NCol),TE(NRow,NCol),


     .      C1(NRow,NCol),C2(NRow,NCol),C3(NRow,NCol),C4(NRow,NCol),

     .      CI1(NRow,NCol),CI2(NRow,NCol),CI3(NRow,NCol),CI4(NRow,NCol),

     .
Q(NRow,NCol),QQ(NRow,NCol),Y(NRow,NCol),YY(NRow,NCol),

     .      QI(NRow,NCol),QQI(NRow,NCol),YI(NRow,NCol),YYI(NRow,NCol),

     .
ETp1(NRow,NCol),Qsup(Nout,Nsec),Qtot(Nout,Nsec)

      real PioL1,F,Inter,ES,W,TE,ETp,ETp1

      real C1,C2,C3,C4,CI1,CI2,CI3,CI4

      real Q,QQ,Y,YY,QI,QQI,YI,YYI,Qsup,Qtot

6   Alphabetical list of the variables of the INCLUDE-files

Variable
Dimensions

Type
Meaning
a




    R
Parameter for the radiation method

aa




    I
Starting year of the simulation

alt

(Ntermo)

    R
Elevation of the temperature station [m]

A0




    R
Constant critical support area [km2]

AREE

(NRow,NCol)

    I
Contributing area

b




    R
Parameter for the radiation method

BAC

(NRow,NCol)

    I
Mask of the drainage basin

Bp




    R
Width of the rectangular cross section of the sub 

surface flow [m]

C1,C2,C3,C4
(NRow,NCol)

    R
Muskingum-Cunge routing parameters for the






surface flow

cint



    R
Parameter for the interception reservoir

CNum

(NCol)


    R
Value of the Curve Number

Coordp

(2,Nraing)

    R
Coordinates (row,column) of the raingauges

CoordT

(2,Ntermo)

    R
Coordinates (row,column) of the temperature

stations 

CI1,CI2,CI3,CI4
(NRow,NCol)

    R
Muskingum-Cunge routing parameters for the






sub surface flow

DX



    R
Size (x direction) of the cell of the DEM [m]

DY



    R
Size (y direction) of the cell of the DEM [m]

DT



    R
Time step of the simulation [s]

ES

(NRow,NCol)

    R
Intensity of the infiltrated water (Curve Number 

method) [mm]

ETp

(NRow,NCol)

    R
Potential evapotranspiration [mm]

ETp1

(NRow,NCol)

    R
Evapotranspiration from the soil [mm/dt]

F

(NRow,NCol)

    R
Water content of the infiltration reservoir [mm]

FGPIO

(NpOss,Nraing)

    I
Check of the raingauges that are operative at 







the actual simulation time step

FGTer

(NpOss,Ntermo)

    I
Check of the temperature stations that are







operative at the actual simulation time step

gg




    I
Starting day of the simulation

gradi

(NpOss,Ntermo)

    R
Observed temperature [°C]

H




    R
Parameter for the infiltration reservoir

Hs




    R
Parameter for the infiltration reservoir [s]

Ichi




    I
Coordinate of the catchment outlet (row)

idim




    I
Dimension of the DEM (number of rows)

Inter

(NRow,NCol)

    R
Water content of the interception reservoir [mm]

INVp

(NRow*Nraing,NCol)
    R
Weights of the raingauges (inverse distance

method) when all of them are operative

KSat




    R
Saturated hydraulic conductivity [m/s]

Ksr0




    R
Maximum Strickler roughness (m1/3s-1) for 

the river network

Ksr1




    R
Minimum Strickler roughness (m1/3s-1) for 

the river network

Ksv

(NStrcl)


    R
Values of the Strickler roughness for the hillslope

KsvDistr
(Nrow,Ncol)

    I
Class of the Strickler roughness for the hillslope

Jchi




    I
Coordinate of the catchment outlet (column)

jdim




    I
Dimension of the DEM (number of column)

MI0,MJ0
(NRivi)


    I
Coordinates (row,column) of the initial cell of 







the stream

MI1,MJ1
(NRivi)


    I
Coordinates (row,column) of the final cell of the







Stream

Variable
Dimensions

Type
Meaning
mm




    I
Starting month of the simulation

MORD

(NRivi,4)

    I
Coordinates of the stream

n

(12)


    I
Number of days in each month

NCol




    I
Maximum number of columns of the DEM

Nmis




    I
Number of the cross sections where the simulated 

discharge is displayed

NOss




    I
Number of rainfall data to be read (length of the 

simulation)

Nout

(Nsec(NpOss(SPio)/SDT
    I
Dimension of the discharge output files

Nplu




    I
Number of raingauges

NpOss




    I
Maximum number of simulation steps

npun




    I
Maximum number of cells whose elevation has 







not to be raised

Nraing




    I
Maximum number of raingauges

NRivi




    I
Maximum number of links of the river network

NRow




    I
Maximum number of rows of the DEM

Nsec




    I
Maximum number of cross sections where to

print the simulated discharges

Nsol

(12)


    R
Monthly number of hours of sun

NStrcl




    I
Maximum number of classes of the Strickler 







roughness for the hillslope

Nter




    I
Number of temperature stations

Ntermo




    I
Maximum number of temperature stations

NTRA




    I
Number of river links

NumStr

    I
Maximum dimension of arrays used for the

raingauge distribution

ObsDisc

(NpOss,Nsec)

    R
Observed river discharge [m3/s]

ORD

(NRow,NCol)

    I
Strahler order classification of the river network

outI

(Nsec)


    I
Coordinates (row) of the output cross sections

outJ

(Nsec)


    I
Coordinates (column) of the output cross sections

PIO

(NpOss,Nraing)

    R
Observed rainfall depth [mm]

PioL1

(NRow,NCol)

    R
Local rainfall depth (according to the selected 

interpolation method) [mm]

PUN

(NRow,NCol)

    I
Slope pointer

Q,QQ,Y,YY
(NRow,NCol)

    R
Surface inflow and outflow discharges for a 







single cell at time t and t+dt [m3/s]

QI,QQI,YI,YYI
(NRow,NCol) 

    R
Sub surface inflow and outflow discharges for a 







single cell at time t and t+dt [m3/s]

Qsup

(Nout,Nsec)

    R
Simulated surface discharge at the selected







output sections [m3/s]

Qtot

(Nout,Nsec)

    R
Simulated total discharge at the selected output







sections [m3/s]

Qtot1

(NpOss,Nsec)

    R
Simulated total discharge at the selected output







sections [m3/s]

QUO

(NRow,NCol)

    R
Ground elevation from the DEM [m]

risp




    I
Type of simulation (Main menu)

risp1




    I
Single event simulation (0=normal catchment, 

1=impervious catchment)

risp2




    I
Method for the interpolation of the precipitation 

(1=Thiessen, 2=inverse distance)

S

(NRow,NCol)

    R
Soil storativity [mm]

SDT




    I
Time step of the simulation [s]

Slope

(NRow,NCol)

    R
Slope of the river link

SPio




    I
Interval of registration of the rainfall data [s]

StepPio




    R
Step of observation of the rainfall data [s]

STp

(NRow,NCol)

    I
Spatial distribution of the raingauges (according 

to the Thiessen method) when all of them are operative

Variable
Dimensions

Type
Meaning
STt

(NRow,NCol)

    I
Spatial distribution of the temperature stations

(according to the Thiessen method) when all of them are operative

TE

(NRow,NCol)

    R
Local temperature (according to the Thiessen







method) [°C]

totg




    R
Counter for the number of days

TotPio

(NRow,NCol)

    R
Total local rainfall depth [mm]

W

(NRow,NCol)

    R
Outflow from the infiltration reservoir

[m3/s]

We

(12)


    R
Monthly compensation factor for the 







computation of the evapotranspiration

Wr




    R
Constant channel width/height ratio for the river 

network

Wv




    R
Constant channel width/height ratio for the 

hillslope

7   Compilation details

The code has been written in FORTRAN90 and has been compiled with several different compilers, without giving any warning message.

With the Lahey Fortran 95 Compiler, the command line is to be given as:

lf95 *.for –out affdef.exe

If the compilation has been successful, the following menu appear by executing the program:

Fig. 5 Main menu of AFFDEF

Then the user selects the option (1 to 5).

An executable is included in the distribution files, which is compiled for the test application presented.
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Appendix

Computation of the regression coefficients a, b of the radiation method

The expression used for the estimation of the evapotranspiration is a linear expression of the temperature, in such a way that it can be aggregated at monthly steps or disaggregated at short time steps without loosing the long-term balance:

ET0 = a + b Tm(i) N(i) Wta(i) 






(A.1)

where:

Tm(i) is the long term monthly areal temperature in °C

a, b are regression coefficients

N(i) mean daily duration of maximum possible sunshine hours, given by Table A.1

Wta is a compensation factor dependent upon the monthly average temperature and elevation above the sea level, which can be determined by means of Table A.2 or approximated by means of the following parabola:

Wta(i) = ATm (i)2 + BTm (i) + C

The coefficient a and b are estimated by means of a linear regression between the values [Tm(i) N(i) Wta(i)] of eq. (A.1) and the values of the potential evapotranspiration computed according to Thornthwaite, by means of the following formula:

Eth(i) = 16 α(i) [10 Tm(i)/β]γ






(A.2)

where:

Eth(i) is the average monthly potential evapotranspiration (in mm/month)

α(i) = [n(i)·N(i)]/(30·12)

n(i) number of days in a month

N(i) mean daily duration of maximum possible sunshine hours, given by Table A.1

β is the thermal index defined as 
[image: image6.wmf]å

=

12

1

i

[Tm(i)/5]1.514
γ = 0.49239 + 1792 x 10-5 β – 771 x 10-7 β2 + 675 x 10-9 β3
Note

AFFDEF updates automatically the day of simulation in order to ‘know’ the actual month of the simulation, which is used for the computation of eq. (A.1). Leap years are anyway considered as normal years with 365 days. 

Table A.1
 Mean daily duration of maximum possible sunshine hours for different months and latitudes (reproduced from Table 3 in “Crop water requirements”, FAO Irrigation and Drainage Paper 24).

	Northern Lats. 
	Jan
	Feb
	Mar
	Apr
	May
	June
	July
	Aug
	Sept
	Oct
	Nov
	Dec

	Southern Lats
	July
	Aug
	Sept
	Oct
	Nov
	Dec
	Jan
	Feb
	Mar
	Apr
	May
	June

	50
	8.5
	10.1
	11.8
	13.8
	15.4
	16.3
	15.9
	14.5
	12.7
	10.8
	9.1
	8.1

	48
	8.8
	10.2
	11.8
	13.6
	15.2
	16.0
	15.6
	14.3
	12.6
	10.9
	9.3
	8.3

	46
	9.1
	10.4
	11.9
	13.5
	14.9
	15.7
	15.4
	14.2
	12.6
	10.9
	9.5
	8.7

	44
	9.3
	10.5
	11.9
	13.4
	14.7
	15.4
	15.2
	14.0
	12.6
	11.0
	9.7
	8.9

	42
	9.4
	10.6
	11.9
	13.4
	14.6
	15.2
	14.9
	13.9
	12.6
	11.1
	9.8
	9.1

	40
	9.6
	10.7
	11.9
	13.3
	14.4
	15.0
	14.7
	13.7
	12.5
	11.2
	10.0
	9.3

	35
	10.1
	11.0
	11.9
	13.1
	14.0
	14.5
	14.3
	13.5
	12.4
	11.3
	10.3
	9.8

	30
	10.4
	11.1
	12.0
	12.9
	13.6
	14.0
	13.9
	13.2
	12.4
	11.5
	10.6
	10.2

	25
	10.7
	11.3
	12.0
	12.7
	13.3
	13.7
	13.5
	13.0
	12.3
	11.6
	10.9
	10.6

	20
	11.0
	11.5
	12.0
	12.6
	13.1
	13.3
	13.2
	12.8
	12.3
	11.7
	11.2
	10.9

	15
	11.3
	11.6
	12.0
	12.5
	12.8
	13.0
	12.9
	12.6
	12.2
	11.8
	11.4
	11.2

	10
	11.6
	11.8
	12.0
	12.3
	12.6
	12.7
	12.6
	12.4
	12.1
	11.8
	11.6
	11.5

	5
	11.8
	11.9
	12.0
	12.2
	12.3
	12.4
	12.3
	12.3
	12.1
	12.0
	11.9
	11.8

	0
	12.1
	12.1
	12.1
	12.1
	12.1
	12.1
	12.1
	12.1
	12.1
	12.1
	12.1
	12.1


Table A.2
 Values of the weighting factor Wta for the effect radiation on ET0 at different altitudes.

	Wta
Altitude 

[m]


	Temperature [°C]



	
	2
	4
	6
	8
	10
	12
	14
	16
	18
	20
	22
	24
	26
	28
	30
	32
	34
	36
	38
	40

	0
	0.43
	0.46
	0.49
	0.52
	0.55
	0.58
	0.61
	0.64
	0.66
	0.71
	0.73
	0.75
	0.77
	0.78
	0.85
	0.82
	0.83
	0.84
	0.85
	0.86

	500
	0.45
	0.48
	0.51
	0.54
	0.57
	0.60
	0.62
	0.65
	0.70
	0.72
	0.74
	0.76
	0.78
	0.79
	0.81
	0.82
	0.84
	0.85
	0.86
	0.87

	1000
	0.46
	0.49
	0.52
	0.55
	0.58
	0.61
	0.66
	0.69
	0.71
	0.73
	0.75
	0.77
	0.79
	0.80
	0.82
	0.83
	0.85
	0.86
	0.87
	0.88

	2000
	0.49
	0.52
	0.55
	0.58
	0.61
	0.64
	0.66
	0.69
	0.71
	0.73
	0.75
	0.77
	0.79
	0.81
	0.82
	0.84
	0.85
	0.86
	0.87
	0.88

	3000
	0.52
	0.55
	0.58
	0.61
	0.64
	0.66
	0.69
	0.71
	0.73
	0.75
	0.77
	0.79
	0.81
	0.82
	0.84
	0.85
	0.86
	0.88
	0.88
	0.89

	4000
	0.53
	0.58
	0.61
	0.64
	0.66
	0.69
	0.71
	0.73
	0.76
	0.78
	0.79
	0.81
	0.83
	0.84
	0.85
	0.86
	0.88
	0.89
	0.90
	0.90
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